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Table 1. Average PSNR (dB) on 20 testing images by different methods. Table 2. Running time (sec.) of different methods to process a 256 x 256 image.
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The use of image nonlocal self-

similarity (NSS) prior has

significantly enhanced the denoising

performance. However, most existing

methods only exploit the NSS of input

degraded images, while ignoring the

NSS of clean natural images.

In this paper, we propose a patch

group (PG) based NSS prior learning

scheme to learn explicit NSS models

from natural images for high

performance denoising. The proposed

PG Prior based Denoising (PGPD)

algorithm is highly efficient, and

effective in edge preservation.

σ BM3D LSSC EPLL NCSR WNNM PGPD

10 0.67 186.90 38.47 126.43 84.34 8.00

20 0.70 184.21 38.47 156.14 84.70 8.09

30 0.70 212.07 38.55 149.31 155.75 8.47

40 0.67 209.13 38.51 346.91 157.35 9.80

50 0.87 221.36 40.21 326.93 119.47 9.91

75 0.89 240.75 40.91 258.04 179.30 11.73

100 0.90 257.25 42.80 252.74 191.32 11.78
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