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Problem, Motivation, and Contributions
Problem: Estimating the latent clean image from the input real-world noisy image.
Motivation: Realistic noise show channel-wise and locally signal dependent property.

Contributions:
• Propose a trilateral weighted sparse coding (TWSC) scheme for real-world denoising;
• TWSC achieves much better performance than state-of-the-art denoising methods.

Theoretical Analysis
Convergence: Existence of the Solution to ADMM (a):

Theorem 1. Assume that A ∈ R3p2×3p2 , B ∈ RM×M are both symmetric and positive
semi-definite matrices. If at least one of A,B is positive definite, the Sylvester equation
AC + CB = E has a unique solution for C ∈ R3p2×M .

Corollary 1. The Solution to ADMM (a) exists and is unique.

Experimental Results
Quantitative Comparisons on AWGN Removal: Quantitative Comparisons on Realistic Noise Removal:

Comparisons on Lena (AWGN with σ = 75): Comparisons on Nikon D800 ISO 6400 1 in CC dataset [24]:

Comparisons on Speed:

Github Webpage:

Code & Dataset

Comparisons on 0001_2 captured by Nexus 6P in DND dataset [29]:

The TWSC Scheme
TWSC: Given a color image patch Y = X + N ∈ 3p2 ×N and Y = DSV> is the SVD of
Y, where S is the singular value matrix of Y. The TWSC model can be written as

Ĉ = argmin
C
‖W1(Y −DC)W2‖2F + ‖W−1

3 C‖1. (1)

The estimation of X can be X̂ = DĈ.
Formulation of weight matrices:

W1 = diag(σ−1/2r Ip2 , σ
−1/2
g Ip2 , σ

−1/2
b Ip2),

W2 = diag(σ−1/21 , ..., σ
−1/2
M ),W3 = S.

(2)

Visualization of weight matrices:

Optimization
Variable Splitting: minC,Z ‖W1(Y −DW3C)W2‖2F + ‖Z‖1 s.t. C = Z.
ADMM:

(a) Ck+1 = argminC ‖W1(Y −DW3C)W2‖2F + ρk
2 ‖C− Zk + ρ−1k ∆k‖2F .

The solution Ck+1 satisfies ACk+1 + Ck+1Bk = Ek, where
A = W>

3 D>W>
1 W1DW3,Bk = ρk

2 (W2W
>
2 )
−1,

Ek = W>
3 D>W>

1 W1Y + (ρk2 Zk − 1
2∆k)(W2W

>
2 )
−1.

(Solution) Ck+1 = vec−1((IM ⊗A + B>k ⊗ I3p2)
−1vec(Ek)).

Challenge: Is (IM ⊗A + B>k ⊗ I3p2)
−1 exist?

(b) Zk+1 = argminZ
ρk
2 ‖Z− (Ck+1 + ρ−1k ∆k)‖2F + ‖Z‖1.

(c) ∆k+1 = ∆k + ρk(Ck+1 − Zk+1).
(d) ρk+1 = µρk, where µ ≥ 1.


